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SIGNIFICANCE TEST FOR A PARTIAL CORRELATION

CORRECTED FOR ATTENUATION

Abstract

Correction for attenuation is important for partial correlations

because not even the sign of the partial between true scores can be

inferred safely from the partial between observed (fallible) scores.

Methods for inferring the corrected partial are discussed. Unfortunately,

the corrected partial will sometimes have an overwhelming sampling error.

A significance test is developed that largely circumvents this problem

in those cases where it is enough to infer just the sign of the partial

between true scores.



SIGNIFICANCE TEST FOR A PARTIAL CORRELATION

CORRECTED FOR ATTENUATION*

When each of two variables is contaminated by a third variable, it

often is important in studying the relationship between the first two to

"hold constant" or partial out the third. For example, scores on each of

two personality tests may be unavoidably contaminated by general intelli-

gence, by "attitude acquiescence," or by some other cognitive ability or

personality trait. If we want the correlation between the first two

personality traits: contaminating variables must be partialed out. For

numerous examples, see Stricker, Messick, and Jackson (1968).

The population partial p or sample partial r between x
xy.z xy'z

and y with z "held constant" is by definition the correlation of the

residuals in the linear prediction of x from z with the residuals in

the linear prediction of y from z Since partial correlations are re-

garded with distrust by many behavioral scientists, it is worth pointing

out that if the re ression of x and on z is linear and if the con-

ditional distribution of the residuals is inde endent of z then the

partial pxy.z is numerically equal to the simple zero-order correlation

between x and y computed for all observations having an arbitrarily

chosen value z ; this zero-order correlation is the same no matter what

arbitrary value of z is chosen. Thus, in this case, use of the partial

correlation really eliminates the concomitants of variation in z If

the residuals are not distributed independently of z 0 the partial is a

11011,

*This research was aponsored in part by the Personnel and Training
Research Programs, Psychological Sciences Division, Office of Naval
Research, under Contract No. N00014-69-C-0017 Contract Authority
Identification NuMber NR No. 150-303, and Educational Testing Service.
Reproduction in whole or in part is permitted for any purpose of the
United States Government.
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sort of weighted average of the correlations between x and y for

fixed x averaged over the different fixed values of z .

An important prdblem arises because the present:e of errors of mea3ure-

ment in z can cause the partial correlation pxy.z to be negative when

otherwise it would be positive. If the errors of measurement are uncor-

related with each other and with all other variables, their effects can

be removed by correcting for attenuation each zero-order correlation

involving z This results, after a little algebra, in a formula given

and discusped by Stouffer (1936, eq. 9), Saunders (1951), Lord (1963,

eq. 23), Kahneman (1965), Bohrnstedt (1969, eq. 21), Bergman (1971), and

others:

pxy.

P P
zz xz yz (1)

where each p is a population correlation, t represents z without

errors of measurement, and a prime denotes a score on a parallel form of

a test. It is assumed that o > 0 .
zz'

If it is desired to correct also for the effects of errors of measure-

ment in x and y , the corrected partial is

g11.t

pxyPzz' pxzp,yz

P:z13;yy'Pzz'1/Pxx'Pzz'

(2)

where f, and n represent x and y withoUt errors of measurement. The

correction for errors in x and y can only increase the magnitude of

the partial; it cannot cause a change in sign.



Good small-sample procedures for setting up confidence intervals

for px3r.t or for panq are not currently available. The present

paper considers the most obvious large-sample procedure and suggests

an often useful alternative.

Sufficient Statistics

Since z and z' are parallel, we know that certain variances and co-

2 2
variances are equal: a = a , , a = a a = a , The problem of

z z xz xz t ,
yz yz

how best to estimate p or p is clarified if we consider the
xY.t gllet

new variables u = z + zt and v = z - z' .

The variance-covariance matrix of the variables x, y, u, v is

0

xz

0

yz
a2 a 1) 0

0

zz

2(a
2

- a I)

a
2

a 2a 0
xy xz

a a
2 2a 0

xY Yz

2a 2(

zz

(3)

If x y z , and z' have a multivariate normal distribution, as will

be assumed hereafter, then by (3) v is independent of x y , and

2 2 2 2
U. . The seven parameters ax 1 ay 1 au , qv axy p axup ari can

2
best be estimated from the usual sample variances and covariances sx
2 2 2
sy p Su p s ) S pS ps

yu
; for these last can now be seen

xy xu

(Anderson, l958 section 3.3.3) to be sufficient statistics for this

purpose.

The formulas in (3) can be used to write parameters involving

z in terms of those involving u and v :



2

z
= (c? + a

2
a ) / 4

u v

2 2
a ,

zz
= (q - q

v
) / 4

a = a / 2
xz xu

= / 2
yz Yu

(4)

2 2 2
Thus, s

x
Is2 Is

u
Is

v
Is,sland s are sufficient statistics

XY xu yu

for the parameters in (1) and (2) . Any estimation procedure or

hypothesis test concerning (1) or (2) should depend on these seven

sufficient statistics alone. The thufficient statistics are easily

calculated with the help of the formulas

2 2 2
s
u

= sz + szt + 2s
zz

s =s +s,
xu xz xz

s = s 4. s
,

yu yz yz

2 2 2
s

li.

= s
z

+ s
z

f '' 23 f

ZZ

Estimation

(5)

Using (4) , the four parameters in (1) are p =a /aa andx xy x y

a a
xz xuA= 01111110

xz a a r , 2 2 %x z ax NI k 0- a j
u v

a
P :Yz_ -

Yu
yz a a ir 2 2

y z 0- Ni (a + a )
y u v

pzz'
ze

aR - a2
=

a
2

=
2 2
a + a
u v

(6)



Substituting s for a in (6) and using (5) produces the estimators

P =s /ssand
xy ry x y

s + sxz
xz ssQ2s2 + 232t)x z

pyz

Zz

s + s
yz

s4-(2s24.232,)y z z

2szz'=

Sz + sz,

(7)

These estimators are not unbiased; however, the corresponding unbiased

estimators would be excessively complicated.

If we sUbstitute the (S of (7) for the p on the right side of (1)0

the result after some simplification can be written

XY

4s s - szz xu
Nr(11's s , - sxuzzx ) y zz(4s s

(8)

Expressed in terms of sample correlation coefficients ( r ) insteal of

covariances, this becomes

r r - r r
A xruu 'CU

where by definition

r
uu' 2

s
z

+
szt

+ 2s ,
zz

r u, X11
r u,

itazz

10

(9)

(1.0)

4,1



Equations (P.; e.nd (9) seem to be good practical formulas to use for

estimating $ when the data include parallel tests z and z' .

xr
FOrmula (10) is one of several formulas used to estimate the reli-

ability of a doUble-length test (Cronbach, 1951). It has been attributed

to Flanagan (Kelley, 1942). It is interesting to note that the rather

lengthy reasoning and algebra given here leads to an estimator of pxy..t

that is identical with (1) except that p is replaced by r and that

u = z + z' .

Sampling Fluctuations in $

The statistics s2ls
2

s
2

y
Is2

v
,s ls s

yu
are the same

x u. xy

as the maximum likelihood estimators of the corresponding parameters. It

follows that (8) or (9) is an asymptotically efficient estimator for

The assumptions made about errors of measurement guarantee that

the denominator of pxy
it

in (1) will not be imaginary (Lord & Novick,

1968, eq. 3.9.8). Unfortunately, there is no such guarantee for $

the estimated partial correlation in (8) or (9). Thus, for example,

sampling fluctuations in ruu rxu or ryu could cause $xyt de-

fined by (9) to be infinite. In practice, $ defined by (9) may
xYt

show very large sampling fluctuations if the sample is too small, espe-

cially if either x or y is highly correlated with the true score t .

The sampling fluctuations of (8) or (9) will in some (not all)

cases be so large as to make the calculation of $ 0 almost useless.
xY.6

For any small sample, a Monte Carlo study might be required to evaluate

the seriousness of the sampling fluctuations. Bergman (1971) carried
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out a Monte Carlo study and found that for his data, the sample partials

corrected for attenuation were less biased than the uncorrected sample

partials for estimating the corrected population partials; but the

uncorrected sample partials were closer to the population corrected

partials than the corrected sample partials in the sense of having lower

mean squared error.

Statistical Inference about thlAign of the Corrected

Population Partial Correlation

Even if we cannot estimate the size of the corrected population

partial correlation, we may still be able to assert that it is positive,

.Jr that it is negative. The numerator of (1) has the same sign as pxy.t

and Thus the hyp andotheses that p are greaterp
tn.t xy-t

p
tn.t

than) equal to) or less than zero are indistinguishable from the same

hypotheses about the numeratorppl-pp If our main concern
xy zz xz yz

is to infer the sign of the corrected population partial, we can restrict

our attention to one-sided and two-sided tests of the null hypothesis

BO 3 PxyPzz' PxzPyz

against the alternative hypotheses p p )p p or
xy zz xz yz P P f<r) Pxy zz xz yz

Since z and z' are parallel, the null hypothesis can be rewritten

either

or

H
o

:

Ho :

PloPPxy zz t xz yz
0

PxyPzzI-P fP =0xz yz

(as well as other ways).

12

1 .1



The left side of each equation in (12) is a tetrad difference (Spearmaz,

1927). It might seem natural to base a significance test on the sample

tetrads rxyr - rxzryz, and rxyr
rxz'rym

Kelley (1928, 1947,

eq. 11.42) gave the asymptotic sampling variance of a tetrad. When Ho

holds and z and z' are parallel, his formula becomes

Var(r r r r
yz'

) =
1

(p
2

+ p
2

+ p
2

+ p
2

,

xy zz xz N - 2 xy xz yz zz

2 2 4n m

2PxyPxzPyzPzz' `PxzPyz "xyxeym (13)

2
- 2p

xz
p
zz'

- 2p
2

p 1)
yz zz

Better yet, Hotelling (1936) found the exact distribution of a sample

tetrad difference. Unfortunately, even this does not solve the problem,

since we havy available two equally relevant sample tetrad differences.

The information from both must somehow be taken into account, but they are

certainly not independently distributed.

Lacking any suitable exact sampling distribution, it seems necessary

to resort to some asymptotic approximation. A likelihood ratio signifi-

cance test could be dertved, but this would require iterative solution of

the likelihood equations. A more convenient significance test is desired

here.

Asymptotic Significance Test

If (12) is multiplied by viya: 0 H
o

can be written

lb 2 axyazz' axzcryz °
(14)

It follows from a general theorem (see Moran, 1970) that an asymptotically

optimal significance test of Ho results when

13

4

4

4
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1. each a in (14) is replaced by its maximum likelihood

estimate,

2. the asymptotic standard error of the resulting statistic

is approximated by substituting maximum likelihood esti-

mates for the parameters in the appropriate formula,

3. the statistic from step 1 is divided by the approximate

standard error from step 2,

4. the quotient is treated as a normally distributed variable

with zero mean and unit variance.

For the foregoing, the maximum likelihood estimates are obtained without

the restraint imposed by the null hypothesis.

Step 1 is carried out by substituting (4) in (14), replacing a by

s 1 and using (5). Denoting the resulting statistic by T 1 we have

1T=sst-170-1-sMsi's I)xy zz 4 xz xz Yz yz

Since by (10) s = s
2
r , T may be rewritten

zz u uu

1
T = rs s s

2
(r r - r r ) .

4 x y u xy uu. xu yu

The formula for the approximation to the standard error of T is

found by the delta method (Kendall & Stuart, 1958, section 10.6) to be

S.E. =
1 02f2,2 +,2 ,2 2,2

T 4*(2N) x y z` ''"xy

6P P P P 3P o
xy xz yz xz zz' -yz-zz"

h 2 2
14)

A
yz

2
P

2 11/2

zz xy xz"13 flp 6PxzPyzPxyPzz"

14

(15)

(16)

(17)
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where N is the nuMber of observations. We can rewrite the correlations

in (17) in terms of variances and covariances, then substitute (4) into

(17), replace a by s throughout, and sUbstitute from (5), obtaining

the approximate standard error formula

. 1 2 2 2 2 2
S.E.

T
s
xsysu

[4r
xy

+ r
xu

+ r
yu

+ r
uu'

- 6r r r - 2r tr
2

- 2r er
xy XU yu UU XU uu yu

- 4r ,r2 + 3r
2

r
2

+ 4r
2

r2 )1/2
uu xy xy uu xu yu (18)

From (16) and (18), the asymptotic optimal test statistic is, finally

T .
_yrr

rxur u)NrN

T (4r + r
2

+ r
2

+ r - 6r r r 2r frSZ. 2
xy xu yu uu xy xu yu uu xu

, 2 2 2 2 %1/2
- 2r 'xi

2
- 4r tr

2
+ rxyr

uut
+ r )

Ull yu UU xy yu

The values of r r and r are to be calculated from (10)
xu yu LIU

and (5).

The asymptotic properties of (19) may not be much better than the

asymptotic properties of Pxy.t/(estimated asymptotic standard error of

i?)
) but there is one important advantage for (19). Since for finite

xy.t

N the denominator of dr1 . can be zero, the true sampling variance of
',W*6

Pxy.t is necessarily infinite. No such prdblem arises with the statistic

T of (16). The superiority of (19) should be apparent in a Monte Carlo

study, such as Bergman (1971) carried out for $xy.t



Numerical Example

Supposer = .30 , r .1.1= ryz = rye = .20 , rze
xy xz xz

s = s 1 and N = 100 We find that r 1 = .75 and r = r =z z uu xu yu

Also by (9) that

.225ky.t - .75 - .05
_ .25

BY (19),

T.
S.E.

T
=sf( 36 + .05 + .05 + .5625 - .09 - .075 - .075 - .27 + .151875 + .01)

.4 2.13 .

Since 5 percent of the normal curve frequency lies above a relative devi-

ate of 1.64 and since 2.5 percent lf.es above 1.96, we reject the null

hypothesis at the .05 level regardless of whether a one-tailed or a two-

tailed significance test is used. We conclude that the true corrected

partial is positive. If we must estimate its numerical value, we estimate

pxy.t . .25

Summary

Since a partial correlation among true scores may have the opposite

algebraic sign from the corresponding partial correlation among observed

scores, it can be *portant to correct for attenuation. Formulas (02 (9)

based on sufficient statistics are given for estimating the corrected

partial correlation.



Under certain circumstances, the estimated corrected partial cor-

relation maybe sUbject to overwhelming sampling errors. For the situation

where the main requirement is to infer the algebraic sign of the corrected

partial correlation rather than its numerical value, a significance test

that avoids this difficulty is presented (19).

. 17
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